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EARLY SURVEY MODELS AND THEIR IMPACT ON SURVEY QUALITY WORK 

Gösta Forsman, Statistics Sweden 

ABSTRACT 

There have been great advances in sampling models over the past 60 

years. As these models have been developed, so has an awareness of 

the problem of non-sampling errors (or measurement errors) in sur­

veys. Two lines have emerged in this work, namely (i) development 

of theory and methods for coping with specific sources of non-samp­

ling errors, and (ii) development of a comprehensive theory of an 

integrated treatment of survey errors (or, using the terminology of 

the 1950s, of mixed error models). This paper deals with the early 

research in this field up to the early 1970s, and looks at its 

impact on survey quality. 

KEYWORDS 

Non-sampling errors, early survey models, survey quality. 

1. INTRODUCTION 

At a statistical agency the survey quality work includes a variety 

of procedures like evaluation studies, preventive control, and 

production control. One fundamental part of this work is the measu­

rement of survey errors. Measurement studies provide information 

about quality useful for both the producer of the data as well as 

the user. The survey researcher needs data on survey quality to 

improve methods and to allocate resources more effectively. The 

user of the statistics needs quality data to determine whether the 

phenomena observed are real or the result of variability and bias. 

In this paper I discuss the measurement of survey errors from a 

historical point of view. 
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1.1 Some historical notes 

Measurement errors in surveys (by survey we mean either a census or 

a sample survey) were recognized when censuses were conducted in 

the 18th and 19th centuries. Wargentin (1780) demonstrated that the 

then widely spread opinion that Sweden annually lost a considerable 

number of its inhabitants through emigration was based on erroneous 

data from the Swedish population statistics. He also showed that 

this "emigration" (that the government found very disturbing) was 

in reality almost negligible. Another example is the exceptional 

overestimation of "people over 100 years old" in a sequence of 

Bulgarian Censuses of Population beginning in 1887, which attracted 

international attention (see Strecker and Wiegert 1981). In these 

ancient times survey errors were, for the most part, neglected. A 

change took place around 1930 when the survey theory began to 

develop. 

1.2 Specific error sources 

The early development of survey theory focused on the measurement 

and control of specific error sources. An important example is the 

very successful research on sampling errors. Today there are a 

large number of techniques available for controlling these errors. 

Since the 1930s there has been an increasing awareness of the prob­

lems of non-sampling errors. India and the United States led the 

early development in this field. 

In India, agricultural surveys were used to conduct a great deal of 

measurement error research. Two forerunners were the Indian Statis­

tical Institute and the Indian Council of Agricultural Research. 

These agencies worked on problems concerning the enumerator bias 

and the overestimation of crop yields when small plot sizes were 

used (see, e.g., Mahalanobls 1946, and Sukhatme 1947). Interpene­

trating subsamples is one of the most important tools developed 

from these studies. 
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In the United States most of the work was done at the Bureau of the 

Census. Work was done on both the data collection and the data 

processing. Early references are Rice (1929), Denting and Geoffrey 

(1942), Palmer (1943), and Hansen and Hurwitz (1946). In the 1940s 

the Bureau developed a number of evaluation procedures, see, e.g., 

Eckler and Pritzker (1951). 

Contributions from the United Kingdom were also important. At the 

Rothamstead Experimental Station, Fisher, Yates, Cochran, and 

others did research on statistical experiments in the 1920s and 

30s. This work had a strong influence on the development of survey 

theory. At the London School of Economics, extensive studies on 

interviewer effects were conducted in the 1950s. Among others, 

Kendall, Durbin, and Stuart were engaged in this work. 

1.3 Survey models 

Studies of specific error sources have continued to be an important 

part of survey quality work. In the 1940s a parallel development 

emerged that aimed at an integrated control of all sources of 

errors, and thus of the total error. In this research error models 

were developed which were characterized by the assumption that both 

sampling and various non-sampling errors could be present. These 

were called mixed error models; later, the term survey models has 

been widely used. 

We can distinguish three fields of application for survey models : 

1) As already indicated, a survey model allows an integrated treat­

ment of various error sources. Thus, the total error under the 

model can be estimated. 

2) Survey models can be used to estimate the relative impact of 

different error sources on the total error. For recurrent sur­

veys, this allows a reallocation of resources to effectively 

control the error sources. 
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3) Survey models might also be applied on a specific source of 

error to study the magnitude of its components. For example, if 

applied to the response error, we can estimate the total error 

and the components of the total error, the response bias and the 

response variance. This also can lead to an improved allocation 

of the resources among survey operations. 

The concept of total survey design (see, e.g., Dalenius 1974) is 

closely linked to survey models. This implies a balanced allocation 

of the resources available in a survey so that the total error of 

the estimate is minimized. The concept of total survey design takes 

into account factors such as the purposes of the survey, the re­

sources available, data on sampling and non-sampling errors, and 

also the properties of alternative procedures. 

1.4 The subsequent discussion 

We will review the early development of survey models and discuss 

its impact on subsequent work on survey quality. The presentation 

is restricted to models that include estimation procedures for the 

error components. The reason for confining the presentation to 

early models is that it takes some time to adopt new theory in 

practical work. A discussion of the impact of the last 10 to 15 

years of development might be a bit premature. We will, however, 

touch briefly on this research in the last section. 

2 THE DEVELOPMENT OF SURVEY MODELS 

2.1 Models for variable measurement errors 

The work to develop survey models (led by Indian and American sta­

tisticians) concentrated on sampling variance and measurement vari­

ability. Two important sources of measurement variability were: 

a) The error that depends on the tendency of the interviewers (or 

enumerators or observers, depending on the data collection mode) 

to affect the respondent's answers, and 
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b) The error that emerges from the fact that the answers to a 

question can be different if the respondent is asked more than 

once. 

There has not yet emerged a common nomenclature for these sources 

of error. For simplicity, I refer to them as a and b. 

In the United States, Rice (1929) showed that the interviewers' own 

attitudes affected the respondents and could lead to a response 

error. There was a great need to measure this type of error at the 

Census Bureau. The data collection in the decennial censuses of 

population and housing was conducted by thousands of temporarily 

employed interviewers whose skills could vary considerably. This 

type of error was also well-known in India, e.g., in the crop sur­

veys, where the observers might classify the same field very diff­

erently. This was not only a result of mistakes. Mahalanobis (1946) 

pointed out that it could be deliberate dishonesty, depending on 

the conditions under which the crop enumerators had to work: "In 

summer the temperature would often go up to 110 F or more; during 

the monsoon many of the roads are submerged; throughout the crop 

survey a large number of investigators suffer from malaria and 

other diseases every year. This makes it all the more necessary to 

have adequate controls at the point of collection of the materi­

al". 

The modeling of the above type a) error was done somewhat differ­

ently in different agencies. Central to the Census Bureau's model 

was that each interviewer generated clusters of responses. Then, by 

allocating a random subsample to each interviewer, the error could 

be measured by a cluster sampling (variance) formula. The situation 

differs, however, from cluster sampling. In cluster sampling, the 

correlation seen in the data reflects the correlation that exists 

in the population. In the Census Bureau's model, the correlation is 

a result of the observation and data collection process. This error 

component was called the correlated response variance. In India and 

in some other agencies in the United States, this error was regard-
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ed as a bias due to the interviewer (or the observer). The inter­

viewers were considered a simple random sample from a population of 

inteviewers. The variance among the biases connected to these in­

terviewers in the population was often called the interviewer vari­

ance. This could then be estimated from the sample of interviewers. 

The interviewer variance is often regarded as identical to the 

correlated component of the response variance according to the 

Census Bureau model. This may be approximately true but there are 

different opinions among researchers whether it is correct or not, 

as we shall see later. 

The modeling of the type b) error was also done differently at 

different agencies. At the Bureau of the Census the random nature 

of this error was discussed early (see Palmer 1943, and Deming 

1944). In the model developed at the Census Bureau it was assumed 

that an answer to an interview question is generated by a random 

process. As a consequence - even a response from a given respondent 

to a given interviewer has a probability distribution. A similar 

situation is assumed in Sukhatme (1954) and Sukhatme and Seth 

(1952) and probably also in Mahalanobis (1946), although Mahalano-

bis does not explicity describe a survey model as we have defined 

it here. Another way of modeling the type b) error is to assume 

that only one answer is possible for each respondent-interviewer-

question combination. On the other hand, a given respondent could 

provide different answers to the same question to different inter­

viewers. The stochastic element in a survey model with this assump­

tion is entirely due to the sampling processes and the allocation 

of respondents to interviewers. Both interviewers and respondents 

are normally regarded as sampled from large populations. One can 

interpret the survey model described by Stock and Hochstim (1951) 

as using this deterministic approach. The same goes for the later 

model by Murthy (1967) and the conceptual discussion in Zarkovich 

(1966). 
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The models for the total survey error, which considered the samp­

ling error and the two variable measurement error types described 

above, were formulated according to two basic ideas. The Census 

Bureau used a mean square error decomposition approach founded in 

sampling theory, while other agencies used a linear model approach 

founded in the ANOVA technique. 

A. The mean square error decomposition approach 

The Census Bureau model assumes a set of general conditions under 

which the survey is conducted. The survey is regarded as one trial 

from among a large set of conceived repetitions of the survey under 

the same general conditions. This means that a measurement derived 

from the survey has a well-defined, but unknown, probability dist­

ribution. The model postulates the existence of a true value, x, 

for each sampling unit. We denote the measurement for the i:th 

element at the t :th trial by y . Now the conditional expected 

value of y over all possible samples that include the i:th ele­

ment and all possible trials that have resulted in such a sample, 

is 

(2.1) 

The difference between the observation on the i:th unit in a parti­

cular survey and the expected value of that unit is 

This is the response deviation that is measured from the expected 

value. 

Assume now, that in a specific trial, t, the population mean, X, is 

to be estimated by y , the sample mean from a simple random sample 

of n units. Then the total error y - X is measured by MSE(y~ ), 

that can be decomposed as : 

(2.2) 
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In (2.2), the first term is the sampling variance of y , defined as 

the variance among the Y -values in the population, divided by n. 

The second term is the response variance, defined as the variance 

of 3 , the average of the response deviations for the sample. It 

can be further decomposed into the simple response variance, a /n, 

(which is the error component corresponding to the type b) error) 

and the correlated response variance, p(n-l)a 2/n. PDis the intra-

class correlation coefficient among the response deviations for a 

trial (survey), defined as 

It is important to remember that the sampling variance measures va­

riations caused by the sampling process, while the response vari­

ance measures variations assumed to characterize the measurement 

operation. The third term in (2.2) is the covariance of the respon­

se and sampling deviations, which is normally regarded as very 

small - it is zero for a complete census. The fourth term, finally, 

is the squared bias. 

An important feature of the model is its broad applicability. It 

may be applied to any sequence of survey operations, i.e., either 

the full sequence or a subset of operations (for instance, inter­

viewing and coding). Applied to the full sequence, the response 

variance reflects contributions from all operations such as inter­

viewing, coding, editing and so forth. Applied to coding alone, the 

response variance reflects only coding and the response variance 

becomes a coding variance. Analogously to (2.2), coding gives a 

contribution to the MSE of the form 

(2.3) 

For surveys with interviewers, the correlated response variance may 

be especially large. It is then important to note that this compo­

nent does not decrease when the number of sampling units within an 
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interviewers' assignment increases. Thus a relatively low value of 

p can have a considerable effect on the total response variance and 

also on the total MSE. This is easily seen if the correlated re­

sponse variance is assumed to depend entirely on the interviewers 

(i.e., on the type b error described in section 2.1). The response 

variance is then defined as 

(2.4) 

where m is the (average) number of respondents assigned to an in-

terviewer and cr and p are slightly differently defined compared 

to (2.2). 

The Census Bureau survey model was first presented in Hansen et.al. 

(1951). In their paper, Hansen et.al. assume that the correlated 

response variance depends entirely on the interviewers. They showed 

that the correlated component of the response variance could be 

estimated by means of interpenetrating subsamples. Hansen et.al. 

also showed that the "usual" textbook estimator of the sampling 

variance of y actually estimated the sum of the sampling and simple 

response variances. During the 1950s, the model was further elabo­

rated on and eventually presented in the two widely recognized 

papers by Hansen, Hurwitz, Bershad (1961) and Hansen, Hurwitz, 

Pritzker (1964). In these, the correlated component of the response 

variance was defined as dependent not only on the interviewers, but 

on all field personnel. The correlation between answers to differ­

ent interviewers was permitted to be non-zero, reflecting the poss­

ible correlations arising from supervisors, coders, editors, key-

ers, etc. This is the situation assumed in (2.2). 

In Hansen et.al. (1964), an estimator of the simple response vari­

ance for 0,1-variables was presented. This estimator was developed 

under the assumption that independent repeated measurements of the 

sampling units were conducted. In this case the original survey and 

its replication (the reinterview) were considered two independent 

randomly selected trials. Now the gross difference rate, 
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(2.5) 

divided by two, is an unbiased estimate of ö /n. Hansen et.al. 

(1964), defined an index of inconsistency as the ratio of the simp­

le response variance to the total variance of individual responses, 

a 2, that is 
y 

(2.6) 

For a Bernoulli random variable, the total variance a 2 is P(l-P), 

where P is the expectation of the sample mean. An estimator of 

the numerator is then g/2. The denominator may be estimated by 

y (1-y ), t = l, 2. y is then the proportion of sample units that 

belongs to the category of study in trial t (either data from trial 

1 or from trial 2 or from both surveys may be used). Obviously, the 

index takes values between 0 and 1. 1=0 when the entire variance is 

due to the sampling process and no response variance is present. 

1=1 when the measurement process is analogous to tossing a coin; 

the response variance is then equal to the total variance. Thus, 

low values of the index indicates that the measurement process is 

under control. 

The two procedures for estimating error components mentioned above, 

interpénétration and repeated measurements, are the basic methods 

available in the estimation process. In Bailar and Dalenius (1969), 

these are applied (also in combination) in several basic study 

schemes aiming at estimating different variance components in the 

Census Bureau model. Repeated measurements can also be used for 

estimating the bias component. They must, however, be conducted 

with a preferred procedure that can be assumed to provide data 

close to the true values. Often, when the basic methods can not be 

applied in a survey, data from other surveys are used instead. For 

example, a census match with labor force survey data may be regar­

ded as a re-enumeration, and data from two independently conducted 

surveys with similar questions and data collection procedures on 

the same population may be treated as if interpénétration had been 

applied (see Tepping and Boland 1972). 
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Fellegi (1964) elaborated on the Census Bureau Model. His sampling 

design involved both interpénétration and repeated observation. In 

his notation, the assignment of the j:th interviewer was [S.. ., 

S.,„,. j=l,...,k], where S..,, and S./os are the assignments for 
j(2)' J j(i) :(2) 

the j:th interviewer in the original and reinterview surveys, res­

pectively. S .,.. . and S..„. are not the same for a given intervie-
j(l) j(2) 

wer. The model differs from the Hansen, Hurwitz, Pritzker (1964) 

model in that the conditional expected values of a measured value 

y . given a respondent, i, and an interviewer, j, over the trials 

need not be the same for the original survey and the reinterview. 

This model permits the definition of several types of correlation 

among the responses, e.g., 

i) The correlation of response deviations obtained by the same 

interviewer in the same survey. 

ii) The correlation of response deviations obtained by different 

interviewers in the same survey. 

iii) The correlation of response deviations obtained in the two 

surveys for the same units. 

iv) The correlation of response deviations obtained by the same 

interviewer in different surveys. 

v) The correlation between the sampling and response deviations 

for the same interviewer in the same survey. 

Fellegi presents seven linearly independent estimators to be used 

for estimating the parameters outlined above and ten other para­

meters (including the simple response variances and the sampling 

variances in the two surveys). Unbiased estimators of all these 

parameters are not possible to obtain. The best available solution 

is to provide biased estimators for those parameters considered 

most important, and where the biases are provided in terms of the 

other parameters. 
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Murthy (1967) and Des Raj (1968) present variance decomposition 

models. They both arrive at expressions of the variance of the 

sample mean that are similar to the Census Bureau model decompo­

sition although these components have different definitions. Murthy 

considers the survey to have two steps of randomization: 

i) A sample of population elements, s, and 

ii) A sample of survey personnel, r. 

He defines y, . as the value obtained by the i:th interviewer for 

the i:th element. Since Murthy assumes the deterministic response 

model described in 2.1, this value is not a random variable. He 

gives the following expression for the variance of the sample mean, 

J-

where the terms are called sampling variance, simple or uncorrec­

ted response variance, and correlated response variance. The names 

are the same as the names of the components of the Census Bureau 

model, but they are not the same components. The response devia­

tions are defined differently. 

Des Raj gives an example of a survey model in which the sample 

design is not simple random sampling. In his design the intervie­

wers are allocated randomly to primary sampling units that have 

been selected with probabilities proportional to size. 

B. The linear model approach 

Linear survey models may also be constructed in many different 

ways. This type of model emerged from the analysis of variance 

theory. In the late 1930s and early 1940s, the Indian Statistical 

Institute under the leadership of P.C. Mahalanobis developed samp­

ling designs for their crop surveys with embedded experiments based 

on interpenetrating subsamples (Mahalanobis 1946). The purpose of 
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these designs was to control the individual investigator bias that 

had been seen in surveys where different investigators had unknow­

ingly been allotted the same fields. In their simplest form, the 

designs permitted the institute to test, using an F-statistic, if 

the mean values emerging from the investigators workloads differed 

significantly from each other. More complicated survey designs were 

also used, e.g., two-way ANOVA models made it possible to identify 

(by an F-test) measurement errors to parts of an investigator's 

workload• 

One of the first examples in the literature of measuring the over­

all error by means of linear survey models was provided by Stock 

and Hochstim (1951). It seems as if the authors assume the determi­

nistic response model as mentioned above, i.e., only one answer is 

possible for each respondent- interviewer-question combination. In 

this application, the deterministic model assumes a population of N 

respondents and a population of K interviewers. Then, assuming that 

each interviewer, j, interviews each respondent, i, in the popula­

tion, the data generating process may be modeled in the following 

way: 

where y.. is the mean of all NxK observations. 

I. is the individual interviewer bias for interviewer j, i.e., the 

J 

difference between the overall mean u and the mean of the N obser­

vations of interviewer j. 

ej . is the deviation between the observed value and y.. + I. when 

interviewer j interviews respondent i. 

It is assumed that no correlation is present between I and e. The 

survey design is such that an interpenetrated subsample, drawn by 

simple random sampling, is randomly allotted to each of k inter­

viewers. The interviewers are sampled by simple random sampling 

from a population of K interviewers. 
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Now, if we further assume that the sampling fractions are small, 

the variance of the estimated mean, y, is approximately: 

where n is the total sample size, o" is the variation between the 

I :s. This term is the interviewer variance mentioned in section 
J 2 

2.1, and is present in most ANOVA-type survey models, a is the 

average variation between respondents within interviewers. This is 

the sampling variance and would be the total variance under the 

model if there were no interviewer effects. Note that the model 

does not take into account the existence of true values. If we 

denote the mean squares between and within interviewers by S and 

S , respectively, an estimator of a 2 is [ST
2 - S ]/(n/k) and an 

e I L I e 
estimator of o is S . 

e e 

Stock and Hochstim applied the model on a quota sampling design, 

which made the analysis of the results more difficult than if the 

model, as described above, had been applied strictly. The inter­

viewer's selection bias could not be distinguished from the re­

sponse bias due to the interviewers. 

Sukhatme (1954) presents a linear survey model rather different 

from the Stock and Hochstim model. He lets 

where y. . and I. are defined as above, x. is the true value and e. . 

is "the random deviation of x.+ I from the reported value." It is 

assumed that the e. . are independently distributed with mean 0 and 

variance a . Assuming a similar sampling and measurement design as 

Stock and Hochstim did, Sukhatme derives the following expression 

for Var(y): 
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or, if N and K are large: 

o 
o is the variance among the true values in the population. It can 
X 

not be estimated separately from a with Sukatme's design. Sukhat-

me shows that the mean square between observations within enumera­

tors is an estimator of the sum of o 2 and a 2. This result is 
x e 

similar to the finding that the "usual" sampling variance estimator 

estimates the sum of the sampling and simple response variances in 

the Census Bureau model. However, the components are differently 

defined in the two models. 

Sukhatme also derives the correlation, p', between responses obtai­

ned by the same interviewer. If the finite population correction is 
p 

small, the variance for a single obsevation is approximately o 2• = 
0 0 0 

o 2• + a 2 + a . An approximate expression for p1 is 

Kish (1962) presents a similar model. He, however, pools the x and 

e components. The reason for this is that (as is mentioned above) 
p p 

the variance components o 2 and a cannot be estimated separately 

with Kish's (or Sukhatme's) design since it does not include repea­

ted measurements. Kish's model can be written 

where y1. . = x. + e. .. The definitions of the components seem to be 7 ij i IJ 

the same as in the Sukhatme model. The intraclass correlation, p*, 

between responses obtained by the same interviewer is defined as: 

(2.7) 
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where s 2 and s, 2 are the sample estimates of the variance between 
a b 

interviewers and within interviewers, respectively. 

The Sukhatme (1954) model is a simplified version of the model 

presented in Sukhatme and Seth (1952). The latter model allows 

several observations on each unit, and an interaction between the 

j:th interviewer and the i:th respondent, denoted <5... The model is 

expressed as: 

where y. ., is the response obtained by the j-th interviewer from 

the i:th sample respondent on the k:th occasion, x, I, and ô are 

defined as above and £. ., is the random deviation associated with 

y. ., that is not accounted for by interviewer and interaction 
ijk 

effects. Sukhatme and Seth presented estimators for the variance 

components, or linear combinations of them, for different types of 

measurement designs. 

1) Each unit is observed once 

2) Each unit is observed p times by the same enumerator 

3) Each unit is observed once by each of p enumerators 

4) Some of the units are observed once and some are observed 

twice. 

Case 4 is the only situation where the o 2 can be estimated since 
e 

this estimation requires repeated observations. 

All of the above linear models are based on the assumption that the 

expected values of the measurements do not depend on the sample. 

This assumption is not present in the variance decomposition mo­

dels. 
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C. Other models for measurement variability 

There are other approaches to developing survey models for surveys 

that estimate proportions in the presence of classification errors. 

In these models, the key concept is what is called misclassifica-

tion probability. Assume, for example, that the true value, x. , for 

unit i is 1 if i belongs to some category, say C, and 0 otherwise. 

Errors that give rise to the misclassification of a unit are con­

sidered. The survey procedure is assumed to generate a stochastic 

variable y , such that 

PO and PI are the misclassif ication probabilities. PI denotes the 

probability that a unit is misclassified from C into another cate­

gory and PO denotes the probability that a unit is misclassif ied 

from another category into C. 

Casady (1966) derived two such survey models for the analysis of 

reinterview data in the Health Interview Survey conducted by the 

U.S. National Center for Health Statistics. Casady defined the 

"within element response variability" and an index of inconsistency 

and presented estimators of these parameters under the two models. 

The models differed in that the misclassification probabilities in 

the first model were assumed to be constant over different trials 

while the misclassification probabilities were permitted to vary 

between trias in the second model. 

Swensson (1969) showed that the first Casady model could be regar­

ded as a special case of the Census Bureau model (only the sampling 

variance and the simple response variance are regarded - the corre­

lated response variance can not be studied under the given defini­

tion of misclassification probabilities). 
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The misclassification approach was discussed in Cochran (1968), who 

defined the misclassification probabilities as dependent on the 

unit. Bailar and Biemer (1984) showed that the misclassification 

probabilities can be formulated as dependent on both the unit and 

the operator (i.e., an interviewer, coder, supervisor, e t c ) . This 

allows a correlated measurement error component to be estimated 

with the misclassification probability approach. 

2.2 Survey models for systematic errors 

Systematic errors are normally studied by comparing the survey data 

to preferred data. Higher quality data are usually obtained from 

reinterviews or record checks. This can be done without applying 

survey models. The method also allows an estimation of the bias 

term as it appears in, e.g., the Census Bureau model (see formula 

2.2). This term has been extensively studied within the U.S. cen­

sus evaluation programs. 

In addition to the Census Bureau work, bias models were developed 

for specific survey situations. Kish and Lansing (1954) developed a 

model for the situation when not only the observed values (y.) but 

also preferred values (a.), obtained from a preferred data collec­

tion procedure, are available. These preferred values were, how­

ever, not regarded as good as the true values (x.). This model was 

to estimate the error in a study of the market value of houses, a 

study that was a part of the 1950 Survey of Consumer Finances in 

the United States. Let the y. :s be estimates made by the owners, 

and the a. :s estimates made by experts. The model expresses, in 

terms of the mean square error, the difference in accuracy between 

estimates obtained from the original method and the preferred 

method. The model can be summarized as follows: Denote the popula­

tion means and variances by 



- 19 -

The individual response bias is for the ordinary method y.-x., and 

a.-x. for the preferred method. The difference between the two 

response errors is d. = (y.-x.) - (a.-x.) = y^-a.i' 

Kish and Lansing also define 

Y - X = the response bias when the ordinary method is used 

A - X = the response bias when the preferred method is used 

D = Y - A = the difference between the two biases 

Then a term called the mean square difference of the measurements 

is defined as: M.S.(d) = E(d) = E(y-a). 

The covariance between the difference d and a is 

With the above definitions, it is possible to derive an equation 

that shows how much larger the total mean square error is if the 

ordinary method is used than if the preferred method is used: 

(2.8) 

If the results obtained with the preferred method are regarded as 

the true values (i.e., if a = x), the right-hand side is the in­

crease in total MSE that depends on measurement errors. If the true 

values, x, had been available, the equation would have been 

Kish and Lansing derive unbiased estimators for the five terms in 

the equation (2.8) assuming simple random sampling. The estimator 

of D can assume negative values. Thus, a positively biased estima­

tor may be used or the estimator can be truncated at 0. 
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The well-known randomized response model presented by Warner (1965) 

can be regarded as a survey model since it takes into account both 

response (and nonresponse) bias and sampling variance. In the War­

ner's model, error probabilities are intentionally introduced to 

eliminate nonresponse and erroneous answers to sensitive questions. 

This technique makes it possible to construct unbiased maximum 

likelihood estimators of population means and totals. 

Warner assumed that every person in the population belongs to 

either of two groups, group A (x.=l) or group B (x =0), and that 

the purpose of the interview survey is to estimate the proportion, 

X, belonging to group A. Warner's original randomizing device was 

set up in the following way. "Before the interviews, each inter­

viewer is furnished with an identical spinner with a face marked so 

that the spinner points to the letter A with probability P and to 

the letter B with probability (1-P). Then, in each interview, the 

interviewee is asked to spin the spinner unobserved by the inter­

viewer and report whether or not the spinner points to the letter 

representing the group to which the interviewee belongs." The value 

of P is chosen in advance by the statistician, i.e., P is a known 

parameter and is not estimated. It is assumed that the respondents 

answer correctly. So, if P=l or P=0, true values from all respon­

dents are obtained. Of course, P is never 1 or 0 in practice. If P 

was equal to 1 or 0, then the situation would be identical to the 

traditional. Randomized response does not work very well if P-

values close to 1 or 0 are used. The point is that the respondent 

shall be convinced that both A and B can occur with a fairly large 

probability. The closer the P-value is to 1/2, the less need the 

respondent reveal about which group he/she belongs to. 

To derive an estimate of X, we use y. to denote the result of an 

observation on a unit drawn by simple random sampling from the po­

pulation. Then 



- 21 -

If we assume that the sample has resulted in n.. 1rs and (n-n.. ) 0:s 

an unbiased maximum likelihood estimator of X is 

with the variance 

The first variance term is the sampling variance and the second is 

a "response variance," due to the randomization device. The "re­

sponse variance" is the price one has to pay for the presumed re­

duction in bias obtained with this method. 

The connection between survey models and randomized response models 

is even more evident in Abul-Ela, Greenberg, and Horvitz (1967). 

They extended the Warner model to a trichotomous randomized respon­

se model in which the respondent was assumed to tell the truth with 

a probability that was allowed to be less than 1. 
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3 THE IMPACT OF SURVEY MODELS ON SURVEY QUALITY WORK 

Several aspects of survey quality work have been affected by the 

use of early survey models. Among these are: 

i) The early survey models provided a framework that has comple­

tely permeated survey practice. The simple and correlated 

components of the response variance, the interviewer variance, 

and the index of inconsistency have become well-known and 

useful concepts by the use of survey models and are often 

theoretically discussed in technical reports even in situa­

tions where models have not been explicitly applied. These 

discussions serve as reminders to the users of the survey 

results that the figures may suffer from errors other than 

those that have been measured. The knowledge of such error 

components is also important when designing the data collec­

tion and the data processing procedures. 

ii) Models have been used in regular surveys to measure error 

components and the total error. Of course, the survey must be 

designed according to the model postulates, e.g., using inter­

penetrating subsamples. The error components under study are 

usually the sampling variance and the enumerator variance (or 

the correlated response variance). 

iii) In evaluation studies, like post enumeration surveys, survey 

models have been used to assess the relative impact of differ­

ent sources of error on the total error. This kind of evalua­

tion study can be reenumerations that are then compared to the 

original survey to assess uncorrelated error components or 

biasses. Other evaluation studies have been designed to mea­

sure correlated components. This type of work has been done 

within the content evaluation programs of the population cen­

suses in the United States and Canada during the last decades. 
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iv) Survey models have also been used to develop new methods of 

data collection and processing. These models are then used to 

measure differences and likenesses when comparing different 

methods. The Institute of Social Research, University of 

Michigan has used a model-based approach in its research on 

computer assisted telephone interviews. 

3.1 Use of survey models in different countries 

In this section we will give examples of quality work mentioned in 

ii)-iv) above. It should be emphasized that the list is by no means 

a coraphrehensive review of the quality work guided and inspired by 

the early models. The error component estimates presented from 

different surveys should be compared with caution, since the origi­

nal models are in some cases modified and the definitions of the 

components might differ slightly. Any comparison should also take 

into account survey design features that might affect interviewer 

and response errors, such as the question wording, interviewer 

training, etc This is information that is not normally reported. 

THE UNITED STATES 

The Bureau of the Census 

There is no doubt that the most extensive quality work based on 

survey models has been conducted at the U.S. Bureau of the Census. 

The bulk of the work has been done within two of the Bureau's major 

projects: the Decennial Census of Population and Housing and the 

Current Population Survey. 

A continuing program of research, evaluation, and experimental 

studies has been conducted as a part of the censuses and during the 

inter-censal periods. The results of the 1950 Census experiments 

led to important changes in procedures adopted for the 1960 Census. 

In one of these experiments, a set of interviewer-assignment areas 
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was designated. In these areas, the interviewers' assignments were 

randomly allocated according to the design postulated in the Hansen 

et. al. (1951) model. This experiment dealt with the variance be­

tween and within interviewers. The intraclass correlation of re­

sponse errors within interviewers was also estimated. In Table 1 

the intraclass correlations for some items are shown. 

For items that are typically difficult to measure (i.e., occupa­

tion, education, and income) the correlation was often around .03 

(see also Hansen and Tepping, 1969, p.11). This seems small, but 

since the average size of an interviewers assignment was about 700, 

the factor [l+p(m-l)] in (2.4) be comes larger than 20, and leads to 

a substantial contribution to the total variance even for moderate 
o 

o" • Findings like these showed that the variability of the complete 
K 

census results was as large as if only a 25% sample had been taken 

(in the absence of interviewer effects). This was true even for 

areas with populations smaller than 5000 people. These findings, 

complemented by studies of the bias and experimental studies of 

self-enumeration etc., led to the following procedural changes for 

the most difficult items to measure in the 1960 Census: 

i) The data collection was based on a 25% sample. 

ii) A seIf-enumeration procedure was introduced for the sample 

questions. 

The interviewers were, however, still involved in the data collec­

tion for the 1960 Census. Interviewers delivered the questionnaires 

to the households and completed them for those households that did 

not mail in a completed form or whose questionnaires were inconsi­

stent. This led to an interviewer influence on the variance in the 

1960 Census too. It was much smaller than in the 1950 Census, but 

it was still important for a number of items. 
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Table 1 Values of p for selected characteristics, 
U.S. Population: 1950. 

Source: U.S. Bureau of the Census (1985) 
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In the 1970 and 1980 Censuses changes were made in the census-

taking procedures in that the questionnaires were delivered by mail 

to most of the population (95% in the 1980 Census). The enumerators 

still had an important role in the follow-up procedures, and enume­

rator variance studies were also made in the evaluation programs of 

these censuses. 

Within all content evaluation programs of the censuses from 1950 to 

1980, large-scale reenumeration studies were conducted to obtain 

estimates of response variance and bias. The reenumerations were 

conducted as reinterviews or as a record match to the Current Popu­

lation Survey (CPS). 

The Census Bureau model was also applied to the coding process, as 

described above in formula (2.3). Jabine and Tepping (1973) presen­

ted estimates on the simple and correlated coding variance compo­

nents (presented as relvariances) for 1960 Population Census data. 

These were related to sampling and total response relvariances as 

well as to response and coder bias (the latter was based on 1970 

Census data). 

In the Current Population Survey a continuing reinterview program 

has been conducted since the beginning of the 1950s. These studies 

are primarily designed to control the field procedures rather than 

measuring the simple response variance according to the Census 

Bureau model. Nevertheless, the reinterview data is continually 

used to derive the index of inconsistency for various items. Accor­

ding to U.S. Bureau of the Census (1978), this measure has an im­

portant role in the CPS quality work: "The index is used primarily 

to monitor the measurement procedures over time. Substantial chang­

es in the indexes that persist for several months result in review 

of field procedures to determine and remedy the cause." 

Experiments aiming at measuring the correlated components of the 

response variance are not conducted in the CPS. Tepping and Boland 

(1972) report, however, from a study where data from the Monthly 

Labor Survey (MLS), carried out during six months in 1966 con-
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currently with the CPS, provided estimates independent of the regu­

lar CPS estimates for several items. The two estimates could then 

be used for estimating the correlated response variance component. 

In this paper, Tepping and Boland present estimates of the ratio of 

the correlated response variance to the sum of the sampling vari­

ance and the simple response variance, i.e., in terms of section 

2.1: 

Table 2 shows some estimated ratios as given in Tepping and Boland 

(1972). 

Table 2 Ratio values of correlated component of response 
variance to sampling variance for selected 
characteristics in the CPS/MLS study. 

Source: Tepping and Boland (1972) 

The estimation of interviewer variance in the CPS is currently 

under consideration, see Biemer et.al. (1985). 
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The Census Bureau model was also applied, In a modified form, to 

study the interviewer variance in the National Crime Survey, con­

ducted in eight cities. In Bailey, Moore, and Bailar (1978), the 

ratio of the correlated response variance to the sampling variance 

was presented for the victimization rates for major crimes against 

persons. The correlated response variance was defined here as the 

sum of the within interviewer correlated response variance and 

twice the covariance of response and sampling deviations of differ­

ent units. The ratios presented ranged from 0.00 (negative values 

of the correlated response variance were replaced by 0.00) to 1.40. 

The latter value was exceptionally large and indicated that the 

sampling variance in this case must be multiplied by 2.4 to reflect 

the total variance of the statistic. As is seen in Table 3, several 

values between .50 and 1.00 indicate the strong influence of inter­

viewers on the precision of the estimates. 

Institute for Social Research (ISR) 

At the Survey Research Center at the ISR, University of Michigan, 

different models have been developed. The Kish (1962) model has 

been frequently applied in measuring interviewer effects, first by 

Kish in studies of factory workers' job attitudes. In recent years, 

Groves and others have applied the Kish model in various telephone 

surveys. The parameter of study in these applications is the intra-

class (or intra-interviewer) correlation, p*, defined by (2.7). 

Groves and Magilavy (1986) reviewed nine ISR telephone surveys and 

the estimates of p* for 297 items. Other interview surveys were 

also reviewed in which similar models for interviewer effects were 

applied. The results of the nine ISR surveys are summarized in 

Table 4. 

The average values of p* in the surveys were in eight cases under 

.01, but varied considerably between different statistics. The 

lowest average p*, .0018, was found in the survey with the largest 

interviewer workload, which, together with other observations, led 

Groves and Magilavy to the interesting conclusion that the inter­

viewer variability might be larger in the initial cases completed 

by the interviewers. The lowest row in Table 4 shows the design 

effect l+p*(m-l). 
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Table 3. Ratio of correlated response variance to sampling variance for eight cities in the 1975 
National Crime Survey. 

Source: Bailey, Moore and Bailar (1978) 
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Table 4. Descriptions of nine studies of p* and summary of findings. 

Source: Groves and Magilavy (1986) 
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Groves and Magilavy also discuss two issues concerning the study of 

interviewer effects that have been largely overlooked in the lite­

rature. These are the stability of the estimates of p* and the 

causes of interviewer effects. 

CANADA 

In Canada, the Fellegi model was applied in an experimental pilot 

study preceeding the 1961 Canadian Census of Population. The re­

sults were similar to those found in the U.S. Census in that the 

correlated response variance, derived as the mean of the correlated 

response variances in the two surveys, was "several times as large 

as the simple response variance for all except the basic population 

counts, such as the number of males, sons, married persons, persons 

of certain age, etc" (Fellegi, 1964). 

Fellegi concluded that, for most characteristics, "considerable 

gains in the total response variance may be made by reducing the 

size of the enumerators' assignments." Fellegi argued that the 

Canadian Census should use a self-enumeration procedure. To find 

out if such a procedure would increase the simple response varian­

ce, he compared the index of inconsistency for a self-enumeration 

survey with the index of inconsistency for a an interview survey. 

He used items from the 1960 U.S. Census (self-enumeration) that 

corresponded to items in his pilot study for the 1961 Canadian 

Census (interviews). Fellegi found that the values of the simple 

response variance were rather similar despite the different proce­

dures. As a result of these findings, the 1971 Population Census of 

Canada was substantially modified. Self-enumeration was introduced 

along with a sample based collection of most census questions. 

Later, Krotki and Hill (1978) compared the Fellegi estimates of the 

correlated response variance with the corresponding estimates from 

the 1971 and the 1976 Canadian Censuses (see Table 5). They found 

that for almost all characteristics examined, the magnitude of the 

estimates were considerably reduced. Note that in Table 5, all 

estimates are based on census data only. In Fellegi (1964) the 1961 

estimates were based on both the census and the reinterview. 
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Table 5 A comparison of 1961, 1971 and 1976 correlated response variance estimates for 
characteristics published in Fellegi (1964). 

Notes: (1) Age, sex and ethnic group were 100 % variables in all three censuses. The other variab­
les were 100 % in 1961 but sample variables in 1971 and 1976. 

(2) 1961 wording. In 1971 and 1976 the estimate is for grade 12, 13 or university. 

(3) 1961 wording. In 1971 the estimate is for persons who usually work 40-44 hours a week. 

(4) Entries marked with - are unavailable for 1976. 

Source: Krotki and Hill (1978) 
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EUROPE 

In Europe, surprisingly few applications of survey models seem to 

have been conducted in government agencies • We do not know of any 

example from eastern Europe, from the Nordic countries outside 

Sweden, or from most other countries in Western Europe. Even in 

otherwise methodologically active central bureaus like those in 

Sweden and the Netherlands, the applications of survey models are 

rare. 

In Spain, the General Population Survey is a continuing interview 

survey that gives bi-monthly and quarterly estimates on several 

items concerning households and individuals, like labor force 

items, family budgets, health, purchase plans, etc Since the early 

1970, an evaluation program of the General Population Survey has 

been conducted, based on 3000 reinterviews each quarter. The pur­

poses of the program are to control the work of the interviewers 

and to evaluate the general quality of the results. According to 

Sanchez-Crespo (1973, 1981), the quality evaluation is based on the 

U.S. Census Bureau model. In the 1981 paper, estimates of the total 

response variance, the simple, and correlated variance components 

are presented for the variable "unemployed" (the study design used 

for estimating the correlated component is, however, not descri­

bed). The intraclass correlation coefficient was estimated to .02 

and .029 for two time periods and the correlated component was 

found to give the largest contribution to the total response vari­

ance. 

In the Federal Republic of Germany, the Federal Statistical Office 

conducted a study following the 1970 Population Census, based on a 

survey model that differed somewhat from the U.S. Census Bureau 

model. The German model was used for measuring error components in 

metrically scaled data, especially the response variability. Accor­

ding to Strecker et.al. (1984), this is the only application of 

survey models in the Federal Republic of Germany. Theoretical work 

has, however, been conducted in the 1970s and 1980s by Strecker and 

Wiegert at the University of Tubingen. 



- 34 -

In Belgium, a variance decomposition model for surveys with re-

enumerations, developed by Strecker and Wiegert, was applied in the 

1979 Census of Agriculture. The application was limited to one kind 

of data, viz., the number of pigs. The model, related to the U.S. 

Census Bureau model, was originally developed for a study design 

with k enumerations, which permitted estimation of several correla­

tion components. Since k=2 in the application, only the simple 

response variance component could be estimated by means of reenume-

ration data. The data was collected by mail and therefore the corr­

elated response variance component was assumed to be small and not 

considered in the model. The "reenumeration" was conducted before 

the census and thus it could not reflect the same time point as the 

census did. Because of that, adjustments were made for change over 

time by means of a control study (after the census) to make the 

data comparable. This study also provided "true" values, on which 

bias estimates could be based. 

The results from the Belgian study are analyzed in detail in, e.g., 

Strecker, Wiegert, and Kafka (1984). The impact of the simple re­

sponse variance component was considerable, as the following examp­

le shows• 

The mean square error was defined as the sum of the simple response 

variance, the sampling variance, and the squared bias. The relative 

MSE for the estimate of the mean number of pigs per holding was 

estimated to 4.61%. If the relative MSE for this variable had been 

defined as the sum of the sampling variance and the squared bias 

only it would have been 1.92%. Thus the simple response variance 

more than doubled the relative MSE. 

At Statistics Sweden, the quinquennial Censuses of Population have 

been evaluated during the last decades. An evaluation based on a 

survey model is conducted only for labor force items, though. This 

is based on two sets of data: 
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i) The labor force items are matched, by means of personal identi­

ty numbers, with Labor Force Survey (LFS) data collected during 

the same time as the census is taken. Some questions are added 

to the standard LFS questionnaire to meet the census defini­

tions. The LFS data are then regarded as (independent) reinter­

view data. 

ii) A reconciliation of the census-LFS match provide better values 

than the census data. 

By applying the U.S. Census Bureau model to the labor force items, 

we can derive the bias and the simple response variance of the 

census estimates. Since the census data are collected by mail, the 

correlated response variance is assumed to be small. The model 

assumptions are, however, not fully met for two reasons. First, the 

LFS data are collected by telephone, thus the LFS is not a replica­

tion of the census under the same general conditions. Second, the 

matching and reconciliation procedures can not be assumed to provi­

de "true" data. If the same unit is misclassified in both surveys, 

the case is not reconciled. By reason of that, the estimates of the 

bias (the net difference rate) and of the simple response variance 

(g/2) are not unbiased. 

Table 6 shows the estimated error components for some items for the 

1980 Census data. The simple response variance is estimated for 

typical population sizes of communes (28200) and parishes (3100). 

In general, the simple response variance is small compared to the 

squared bias. This (and the assumption that the correlated response 

variance is small) has led to the conclusion that the bias is the 

major problem in the Swedish population census. However, we have 

neither studied the impact of the editing personnel on the estima­

tes, nor other items except those in Table 6. 

No other application of survey models has been reported at Statis­

tics Sweden. 
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Table 6 Estimates of bias and simple response variance for selected labor force items in the 
Swedish 1980 Census. 

Source: I Lyberg (1986) 

Table 7 Cumulative distribution of p -values in three experiments conducted in United Kingdom. 

Source: Collins (1980) 
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In the United Kingdom, three experiments on interviewer variability 

were reported by the Social and Community Planning Research (SCPR) 

as a part of a methodological research programme. The experiments 

took place in Southampton, North Yorkshire, and Milton Keynes. The 

questionnaires dealt with the problems faced by the disabled, en­

vironmental preferences, and different aspects on living and work­

ing, respectively. In the North Yorkshire experiment each inter­

viewer was assigned a sample from the entire experimental area, 

while in Southampton and in Milton Keynes the survey area was sub­

divided into smaller areas. The interviewers were assigned samples 

within these subdivided areas. The Kish (1962) model was applied 

and the intraclass correlation coefficients, p*, were derived for 

399 items in the three experiments. Table 7 from Collins (1980) 

shows the cumulative distributions of the p*-values. 

The estimated interviewer effects were generally larger in the 

Southampton study than in the other studies. It was assumed that 

this difference was due to the nature of the study of the disabled, 

but it could also reflect greater problems with the questionnaire 

in this than in the other studies. 

INDIA 

The early research on non-sampling errors and survey models at the 

Indian Statistical Institute and the Indian Council of Agricultural 

Research has already been mentioned. 

A recent example of a survey model application is the evaluation of 

the 1981 Indian Censuses. Two weeks after the census a reinterview 

was conducted with about 91500 households. The reinterview enumera­

tors were better trained and supervised compared to the regular 

enumerators and thus the reinterview data were regarded as closer 

to the true values. Table 8 shows the type of analysis that was 

conducted. The index of inconsistency and the net difference rate 

were presented for the variables literacy and age by sex and rural/ 

urban area. 
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Table 8 Index of inconsistency and net difference rate by sex, 
literacy, and age in the 1981 Indian Census. 

Source: Indian Administrative Service (1982) 
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The net difference rate was regarded as an approximation to the 

level of under- or overreporting. Similar analyses were presented 

for labor force items. 

An interesting application of survey models has been reported by 

the Maharashtra Association for the Cultivation of Science in Pune, 

where P.V. Sukhatme is currently working. In recent years, he has 

applied his model to biological problems, see, e.g., Sukhatme 

(1985). Two quotations from Sukhatme (1986) may illustrate his 

view. 

"The main purpose of my model is to test whether enumerator biases 

in sample surveys are under control. I have used it not only for 

testing whether the biases cancel each other on average in esti­

mating the population mean but also for estimating the total error 

and components thereof. In most of my recent work, this has taken 

the form of testing the hierarchical non-random structure of varia­

tion such as one finds in the study of behavioural traits in man 

and society. Testing for the stability of intra-individual variance 

and its implications for testing for homeostasis and for higher 

order feed-back under a sustained perturbation of environment is 

the most important development resulting from the application of my 

model to biological problems. I have shown that the stabilized 

portion of the intra-individual variation has the property of heri-

tability, i.e., of cultural inheritance as distinct from biological 

inheritance." 

and 

"I have also used the model for continually monitoring quality of 

data on morbidity in children in villages in India. When I introdu­

ced the model in 1952, I did it primarily for testing of quality of 

data in crop surveys and censuses. Extending the application to 

monitor morbidity was even more fascinating because morbidity is 

conceptually more difficult to assess than agricultural products." 
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OTHER APPLICATIONS: The World Fertility Survey 

The World Fertility Survey (WFS) was conducted in several develop­

ing countries, mainly during the 1970s. The variables under study 

were various fertility items, some of which rather sensitive and 

thus subject to response errors. Typically, the data were collected 

in personal interviews. As part of the WFS analysis programme, 

evaluations of the quality of the data were conducted in many coun­

tries. These evaluations were based on interpenetrated survey de­

signs using reinterview studies. These were also interpenetrated as 

in the experimental design used by Fellegi (1964). A survey model 

was developed that resembles the U.S. Census Bureau model as well 

as the simple ANOVA models described by Kish and Sukhatme, see, 

e.g., O'Muircheartaigh and Marckwardt (1980). 

The analysis includes the estimation of the index of inconsistency 

(I) as well as of the measure pi, the product of the intra-inter-

viewer correlation, p, and I, pi is basically the same parameter as 

Kish's intraclass correlation coefficient, p*. In that paper, esti­

mates of pi from the evaluations in Peru and Leshoto were presented 

for fertility variables. Questions on these variables can be diffi­

cult or sensitive for the interviewers to ask. The estimates ranged 

from 0.00 to 0.19 (mean = 0.7). Indices of inconsistency were deri­

ved for several variables in Fiji and Peru, and for some variables 

in Indonesia, as presented in Table 9. 

The pattern is similar in the different countries. For eight of the 

variables, I is less than 10%, which is usually considered a low 

value. The remaining seven variables show, however, much higher 

values. The most serious signs of inconsistency are displayed for 

"first birth interval," "desired number of children," and "ever use 

of contraception," for which I in one country was around 50%. 
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Table 9. Index of inconsistency for selected WFS items for Fiji, 
Peru and Indonesia. 

Source: O'Muircheartaigh and Marckwardt (1980). 

4 DISCUSSION 

4.1 The Early Models 

The usefulness of survey models for quality assessment and as a 

basis for allocating survey resources between different components 

of the error is well-known among survey practitioners all over the 

world. We have in this paper reviewed several important applica­

tions of early survey models. Some of them, like the U.S. Census 

Bureau model and the Kish model, have proved a broad applicability. 

They have been used not only within the agency for which they pri­

marily were developed, but also in other contexts, where the survey 

environment might be quite different. 

Despite this, we have reasons to ask why survey models have not 

been even more broadly applied in survey quality work. After all, 

outside the United States, Canada, and perhaps some other count­

ries, applications of survey models are rare. Applications might 
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appear in certain experiments and surveys, but often as a result of 

a single researchers' interest in the field. These scattered appli­

cations often concern a small number of variables only. There are 

different reasons for this state of affairs. 

i) The models do not cover all possible error sources. The survey 

models we reviewed in Section 3 mainly concern content errors 

and sampling errors. They do not account for frame errors, 

coverage errors, and non-response errors, and thus their use­

fulness are limited, at least in the context of total survey 

design. 

ii) The models are based on assumptions that are not met in most 

survey situations. For instance, when estimating the simple 

response variance, a common assumption is that reinterviews 

are independent of the original interviews and equally distri­

buted. Bailar and Dalenius (1969) showed that the simple re­

sponse variance component could be estimated even if the re-

interviews and the original interviews were permitted to be 

dependent. This, however, requires a second reinterview sur­

vey, which for practical reasons may be.difficult and certain­

ly expensive to implement. Another example is that the early 

models almost always assume a simple sampling design. While, 

in practise, survey designs are usually much more complex. 

iii) The costs. The experimental designs necessary for estimating 

the components in the early models are expensive to implement. 

When personal interviews are used, interpénétration of the 

interviewers workloads might be enormously expensive if the 

study area is large. This problem can be diminished if the 

population under study and the population of interviewers are 

stratified and the model is applied in each stratum, as sugge­

sted by Sukhatme, or if the populations are grouped as assumed 

in the Hansen et.al. (1951) model. However, even these designs 

would be expensive for organizations like Statistics Sweden, 

where the interviewers are spread out over the country and 
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work alone in large areas. Another practical problem associa­

ted with interpénétration of interviewer assignments occurs in 

countries where the sampling units are individuals (and not 

housing units). Tracking respondents then becomes an important 

part of the interviewers work and, as this requires good know­

ledge of the local environment, interpenetrating would lead to 

increased nonresponse problems. In telephone interviews, the 

cost problems with interpénétration can almost be ignored, but 

the non-response problem can not. 

The reinterview costs are considerable since large reinterview 

samples are needed for estimating the simple response variance 

component with an acceptable precision. 

4.2 Recent contributions 

The subsequent development of survey models after 1970 has to some 

degree coped with the drawbacks of earlier models. It is beyond the 

scope of this paper to review this research, but we may briefly 

mention a few examples. At the Research Triangle Institute (RTI) in 

North Carolina, Koch (1973) extended the U.S. Bureau of the Census' 

model to the multivariate case for continuous and qualitative va­

riables. His model is not confined to simple random sampling, but 

may be applied to multistage clustered unequal probability sampling 

designs. Other contributions from the RTI include Koop (1974) and 

Lessler (1974). Efforts have also been made to include the nonre­

sponse error in survey models, see Platek, Singh, and Tremblay 

(1977), Lessler (1983), and Platek and Gray (1983). Others have 

developed methods for estimating error components without adopting 

special designs like interpénétration or repetition. Hartley and 

Rao (1978) presented a mixed ANOVA model and recommended a synthe­

tic model based method of variance component estimation. Biemer 

(1986a) generalized the U.S. Census Bureau model and introduced a 

spatial autoregressive model to estimate the true values. With this 

model the error components can be estimated from a more simple 

design. 



- 44 -

The above indicates that developments in both variance decomposi­

tion models and ANOVA models have been aimed at eliminating some of 

the drawbacks listed in Section 4.1 above. But this has led to more 

complex models and the complexity itself might be an obstacle to 

their application. Another school of survey practitioners continues 

to use the early models. The appeal of these models is their simp­

licity - or as Kish (1986) puts it: "My central philosophy appeared 

in print here and there: Go for a lot of data, because the parame­

ters vary so much in several dimensions. Then we cannot afford the 

expenses of a few "critical experiments," because there won't be 

any. That means: be robust, rough, approximate. For example, on 

interviewer variance, the simple model of my 1962 paper and the 

tables in 13.2 of Survey Sampling are good enough. This model has 

been well used by R. Groves in several papers. The finer models 

that include the respondents' variation separate from the inter­

viewers' cannot be measured in practise." Other survey model re­

searchers stress the need for developing better models, as indica­

ted in the following quotations: 

"I do not know that we have appropriate models in mind for errors 

of response, models that take into account the correlations and so 

on that exist, and when this is done on a within survey basis we 

will collect very little data that will help us. When it is done by 

comparing with outside records, the biases are often enormous and 

no one knows how to use the information. I think the Bureau has 

done more in the way of nonsampling error research than probably 

anyone else and certainly much more than those engaged in sampling, 

but I still don't think we know what are the appropriate models and 

I doubt very much that they will be general. I think they will 

depend very much on the survey technique, and I think therefore, 

that this problem is difficult. I am delighted with the development 

of models but maybe we will have better approaches than we've had 

so far". (Madow, 1981). 
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"I believe there are two major reasons for the relatively slow 

development of non-sampling error theory and control: 

(1) There exists no comprehensive model which has direct practical 

utility. Models which do exist are either so general that they 

provide no guidance in the design of surveys, or are quite app­

lication specific with limited generalizability. As a result we 

are not able to enlist effectively the help of statistical 

theory, academic statisticians are not adequately interested, 

and most importantly, we miss the flashes of insight which 

analytically exploited good error models can provide. See the 

impact of the Hansen-Hurwitz-Bershad paper on census taking for 

a positive illustration of the point, or even the impact of my 

papers on record linkage and imputation. 

(2) Bias measurement is obviously difficult, expensive, and often 

outright impossible. So not only do we miss the existence of 

good models, we also have a poor empirical base - for assess­

ment, motivation, or to estimate model parameters." (Fellegi, 

1986). 

4.3 The future 

We have seen that survey models are founded in sampling theory and 

that ANOVA models are applicable to the estimation of survey er­

rors. It is indicated in the above quotations by Madow and Fellegi 

that other approaches are needed. Biemer (1986b) requested new 

methods for analyzing survey data: "I believe evaluation study 

data, in general, have been underanalyzed owing to a lack of re­

sources and a dearth of analytical techniques that exploit the data 

to their fullest." When looking for other approaches to survey 

error models, sampling statisticians should perhaps become more 

familiar with methods of dealing with measurement error that are 

outside of sampling and even outside of statistics. Biemer contin­

ues: "Today, sampling statisticians are discovering the models of 

the cognitive psychologists and psychometricians and adopting these 

to survey modeling; for example, latent trait theory (see Clyde 

Tucker's paper in the 1985 Proceedings of the ASA)." 



- 46 -

Survey model researchers certainly have ideas on how their own 

models could be developed. Sukhatme (1986) and Koch (1986) both 

mention longitudinal studies as an area of extension. Koch also 

mentions applications to extended classes of estimators. In a more 

general perspective, Biemer (1986b) suggests the following areas 

for future research on survey models: (i) model validation and (ii) 

models for exploring the causes of non-sampling errors. He gives 

the following examples of questions. For model validation: 

- How well are the assumptions of independence and identically 

distributed observations satisfied for reinterview studies that 

measure the simple response variance component? 

- Is a linear additive model appropriate for modeling interviewer 

effects? 

- Does reconciliation in a reinterview survey produce responses 

which are closer to the truth?" 

For exploring the causes of non-sampling error: 

"- What is the role of log-linear modeling in survey error model­

ing? 

- How can the estimation of response error be routinized in sample 

surveys? 

- What models are appropriate for linking readily available non-

sampling error "indicators" - such as non-response rates, edit 

failure rates, interviewing learning curves, interviewer turn­

over rates, etc. - to the total mean squared error." 

The ideas put forward by these statisticians are interesting and 

form a good basis for future research. To the list we might add the 

issue of precision of estimates of the error components. This is 

indeed a neglected area, but a very important one. It is unfortuna­

te if we, after having conducted expensive and complex evaluations, 

end up with error estimates that are extremely imprecise. Then we 

might as well rely on intuition and devote more effort to preventi­

ve measures, i.e., dealing with errors at their sources and hope 

for the best when it comes to the total error. 
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