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1. Introduction 

Economists and decision makers will derive greatest benefit from 

business cycle analyses, if such analyses with a satisfactory relia­

bility indicate changes in the business situation well in advance 

before such changes actually occur. The meaning of the concept "satis­

factory reliability", of course varies between different situations 

with different requirements with respect to the size and ingredients 

of the forecast errors, the probability of incorrect signals pertain­

ing to turning points of the business cycles, etc. Likewise, the con­

cept "well in advance" is relative and affiliated with the require­

ments about time leads of each specific decision process. The economic 

policy in a country, of course, should be reconciled to the business 

cycle situation where serious effects caused by an extreme business 

cycle situation, should be partly counteracted. The efficiency of the 

economic policy is now a function of the preparedness to forthcoming 

changes. The earlier dependable signals of changes may be produced, 

the better the decisions will become. Early information about forth­

coming business cycle changes is, of course, also essential to 

separate enterprises, which in this way may make, e.g., their invest­

ment decisions more efficient. 

Thus, it is inherent that the debate of business cycle analysis 

recently has indicated a need for what is called an "Early Warning 

System", i.e., a system for analyses and forecasting that gives early 

signals with regard to forthcoming business cycle changes. Such an 

"Early Warning System" has been inquired also in Sweden by different 

business cycle analysts, and, thus, Statistics Sweden has initiated a 

research program with the purpose of developing such a system (from 
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now called EWSIS, Early Warning System In Sweden). 

In addition to producing reliable signals well in advance before 

the business cycle changes, the system should be relatively simple by 

construction. That means, e.g., that system limits are verified such 

that complex econometric structural models will not be specified. It 

should be observed that this, of course, in no way expels the claim 

that each model used within EWSIS should be essentially motivated by 

economic theory. The demand for simplicity is, however, vital for the 

way EWSIS will be constructed. On the other hand, smaller econometric 

models, and perhaps above all, different unirelational structural 

models will be indispensable within EWSIS. So called "leading indi­

cators", i.e. variables with a certain lead to the basic reference 

series of the business cycle, have traditionally been very essential 

in quantitative business cycle analysis. That is the case also within 

EWSIS. The fact that a significant lead is a key prerequisite to each 

"Early Warning System" suggests that the interest here is focused on 

indicators with a lead, e.g., more than six months. The use of leading 

indicators in the model system, of course, implies requirements for 

methods to identify (specify) dynamic structures. As economic theory 

is not expected to essentially contribute to this dynamic specifica­

tion process, the methodology of transfer function specification 

merges being applicable. On the other hand, however, the non-struc­

tural time series analysis is expected to be a less suitable approach 

to achieve the purposes characterizing EWSIS. 

As stated above, essential parts of the now existing business 

cycle analysis is partly based on leading indicators. As an example, 

OECD has elaborated a forecasting system that is completely based on 

composite indices of leading indicators. In the case of Sweden, OECD, 
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thus, utilizes twelve indicators that are weighed together into an 

index (see Table 2.1). It is natural to explore whether, and if so, to 

what extent EWSIS in some way should be related to the OECD system. At 

least it should be examined whether certain OECD indicators for Sweden 

also constitute a pertinent input to EWSIS. In particular the inte­

rest, of course, is focused on those indicators characterized by long 

leads. In some important respects, however, the construction of EWSIS 

will follow other tracks than those characterizing the OECD system. 

That is the case in weighing together indicators, where EWSIS will 

utilize more of structural analytic approaches (within the OECD 

system, the weights of the composite index are not estimated but spe­

cified a priori to be identical for every indicator). Furthermore, and 

this is perhaps the most essential difference, the construction of 

EWSIS originates in the fact that it is necessary to consider the 

variations in lead over time. For one thing there is a significant 

difference in lead between recession and economic upswing, and for 

another the variation in lead between different business cycles is too 

considerable just to be neglected. This is actually one aspect of the 

much more general problem of structural variability that complicates 

each structural analysis, and above all economic forecasting (see 

Westlund and Zackrisson, 1986 and Westlund, 1987). The EWSIS model is 

therefore expected to vary over time with respect to its functional 

form as well as in its parameters. In particular, the dynamic struc­

ture will change (varying leads), and the weights of the model are 

expected to change over time. Therefore, the construction of EWSIS 

presupposes methodology that will identify the existence of such 

structural variability, but also methodology to characterize the 

variability and to estimate models subject to the variability. 
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Similarly, of course, the forecasting process will also be affected by 

historical structural variations. But the forecasting process is 

further complicated by assumptions of future structural variations, 

e.g., with respect to degree of lead and relative weights for the 

different leading indicators. In spite of the claims for simplicity 

within EWSIS mentioned above, the premiss of EWSIS must be that the 

reliability of the system will be satisfactory only if the structural 

variability in some way is considered. As the OECD system for business 

cycle forecasting based on leading indicators actually will be one 

influential reference point for EWSIS, the OECD system will be more 

thoroughly presented in Ch. 2. Furthermore, that chapter will include 

some results from a partial evaluation of the system. 

Good quality of data (reliability as well as validity) is, of 

course, an ultimate aspect of quantitative economic structural ana­

lysis and forecasting. Within the area of business cycle analysis data 

are unfortunately often just preliminary in the beginning and then 

impaired by significant errors. The data are therefore revised once or 

several times. These data problems discourage every aspiration to 

achieve an "Early Warning System". To reduce in these respects the 

negative consequences for EWSIS monthly data are concluded being more 

attractive than quarterly data. Furthermore, it will be analyzed 

whether the problems of preliminary data may be reduced by using 

certain recursive (and adaptive) data adjustment procedures based on 

Kalman filtering. How such a recursive data updating procedure may be 

entailed into EWSIS is further discussed in Ch. 3. 

It has been stated above that EWSIS will be constructed with rela­

tively high reliability. One way to elevate that is to apply at least 

two parallel systems for anlysis and forecasting. Therefore, some kind 
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of so-called statistical surveillance of the business cycle process is 

suggested. That will support the econometrically and structurally 

related forecasting process suggested earlier. By statistical sur­

veillance we mean statistical methodology with the purpose of quickly 

discovering essential changes in a certain process and separate them 

from accidental and random disturbances. What kind of statistical 

surveillance that actually will be included into EWSIS is still an 

open question. Within business cycle analysis statistical surveillance 

procedures have been suggested and evaluated by Zarnowitz and Moore 

(1982). A similar procedure may be positive to use. Certain rather 

essential modifications and reconciliations must be introduced before 

the procedure will be a suitable part of EWSIS. Statistical sur­

veillance in general and the above procedure in particular will be 

further discussed in Ch. 4. Above all the necessary modifications of 

the procedure are introduced. 



- 6 -

2. The OECD approach of Main Economic Indicators (MEI) 

As was stated in the introduction, the OECD system of leading 

indicators will be considered as a reference point for EWSIS. In this 

chapter the OECD system of leading indicators will be introduced and 

some issues of main interest for the development of EWSIS will be 

pointed out. Some critique of the OECD system will be given. However, 

we should be aware of the need for compromises in the selection of 

methods. The reason for this is due to the fact that the selected 

methods done by OECD must cope with different restraints and limita­

tions caused by differences between the member countries of OECD and 

the other countries analysed by the OECD system. The OECD approach 

could be further developed if it was used in a separate country. The 

chapter ends with showing some results from fitting simple auto-

regressive regression models where the OECD composite leading index 

for Sweden is used as an explanatory variable of the Swedish 

industrial production. 

2.1 The OECD approach 

The following is based on "OECD Leading Indicators and Business 

Cycles in Member Countries 1960-1985" (1987), which describes the work 

done by the Economic Statistics and National Accounts Division of the 

Economics and Statistics Department of the OECD Secretariat during 

1981-1983 in the field of cyclical analysis and leading indicators. 

The OECD's interest in leading indicators can be dated from the 

mid-1970's. The OECD's Working Party on Cyclical Analysis and Leading 

Indicators set up the OECD system during 1978-81. The output from it 
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appeared for the first time in "OECD Economic Outlook" in July, 1981. 

The OECD system of leading indicators is not a forecasting system 

by itself and should not replace properly specified econometric 

models. It is designed to assist OECD economists in föreasting and 

economic assessment. 

"Business cycles are a type of fluctuation found in the aggregate 
economic activity of nations that organize their work mainly in 
business enterprises: a cycle consists of expansions occuring at 
about the same time in many economic activities, followed by 
similarly general recessions, contractions and revivals which 
merge into the expansion phase of the next cycle; this sequence 
of changes is recurrent but not periodic; in duration business 
cycles vary from more than one year to ten or twelve years; they 
are not divisible into shorter cycles of similar character with 
amplitudes approximating their own." 

This classical definition of business cycles made by Burns and 

Wesley (1946) is accepted by the Statistics Division in the cyclical 

analysis carried out at OECD. Some modifications of the definition 

are, however, made in order to take account of long term tendencies. 

Fluctuations of business activity according to the definition above 

are found in almost every time series such as in investment, pro­

duction, employment, consumption, building and in many financial time 

series. Important economic activities of the society are selected and 

classified by the construction of "reference series". This makes it 

possible to establish the classification of economic series as 

leading, coincident or lagging with respect to some property of the 

reference series. The reference series are usually connected to 

industrial production, either as a single variable or an index of 

several variables. The approach of leading indicators is based on 

empirical observations of relatively stable time relationships between 

some reference series and related series usually called "indicators". 
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In these chains of events, leading indicators are specially important 

because they signal future changes of the reference series. 

(a) Criteria for selection of leading indicators 

The OECD leading indicator system is based on the growth cycle 

concept, by which is meant a cycle with a positive trend. The selec­

tion of a leading indicator is based on the properties of economic 

significance, length and consistency of the lead with respect to the 

reference cycle at turning points, the absence of extra or missing 

cycles, smoothness, freedom from excessive revisions, timeliness and 

availability of a long run of data of statistically satisfactory re­

liability with no breaks. 

It is also desirable that the cyclical profile should not be too 

different from the reference series. A candidate leading indicator is 

selected by means of a peak-and-trough analysis and a cross-correla­

tion analysis. Most attention is given to the mean lead at cyclical 

turning points and some measure of risk for deviation from the mean 

lead at peaks, troughs and at turning points. The second method is 

based on the cross correlation between a candidate leading indicator 

and the reference series. 

According to these criteria the OECD Secretariat has chosen the 

leading indicators found in Table 2.1 below. 
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Table 2.1. Leading Indicators for Industrial Production in the OECD 
Leading Indicator System 

* included in the Swedish composite leading index. 
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(b) Trend estimation 

The OECD system of MEI is based on the concept of "growth cycles" 

series with a positive trend. Trend estimation is very important in 

the OECD system for revealing business cycle movements and identifying 

timing relationships between variables. The method of trend estimation 

used by OECD for cyclical analysis is called the "Phase Average Trend 

method" (PAT) developed by NBER (see Boschan and Ebanks, 1978). The 

PAT-method estimates the trend by splitting the series into cyclical 

phases by using a preliminary estimation of cyclical peak and trough 

dates. Then a sequence of points on the trend is defined in the 

following way: 

1. Identify all cyclical phases, 

2. calculate the averages M of the series for every phase, 

3. calculate a three term moving average of M centered at the 
midpoints of the phases, 

4. make adjustments to the correct level according to the original 
series and extrapolate to the ends of the series. 

The choices of dates of peaks and troughs are crucial in the 

trend-estimation procedure because these choices define the cyclical 

phases. The routine by Bry and Boschan (1971) is used at OECD for the 

identification of peaks and troughs. 

(c) Composite indices 

The purpose of constructing a composite index is partly to deter­

mine a reference indicator for the whole economy and partly the reduc­

tion of false signals. By a false signal we mean an unexpected change 

of the reference series not signalled by an indicator. 

Leading indicators with a different periodicity in comparison with 
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the reference series are linearly interpolated so that the reference 

series and the leading indicator have the same periodicity. If the 

reference series is monthly and the leading indicator is quarterly, 

the interpolation uses 1/3 as weight for the separate months of the 

quarter. Other interpolation techniques as spline-functions could be 

used. The date of inclusion of a leading indicator is determined by 

the cross correlation between the reference series and the leading 

indicator. However, if the correlation for an early sub-period is low, 

the leading indicator is not selected. The components of the composite 

index are for that reason not fixed and stable. If a component looses 

its property of leading the reference series, it could be removed from 

the composite index. The purpose of smoothing is to reduce the impact 

of the error component of the leading indicator. This is carried 

through by means of a MCD moving average. 

Other suggested smoothing techniques are: 

1. phase-shift filters developed by Statistics Canada (see Rhoades, 
1979}, 

2 

2. Henderson moving averages. 

The data lost from the ends of the series due to the moving 

average process are restored using sets of symmetric weights equiva­

lent to extrapolating for the points lost in taking a k-term moving 

average by fitting a regression line over the last k points. Another 

Month for Cyclical Dominance. MCD is defined as the shortest span 
of months for which the I/C ratio is less than unity. I and C are 
the average month-to-month changes (without regard to sign) of the 
irregular and cyclical components of the series, respectively. The 
OECD convention is that the maximum for MCD is 6 for monthly data 
and the corresponding MCD for quarterly data is 2. The I/C is used 
as a measure of the smoothness of the series. 

2 
See "The X-ll Variant of the Census Method II Seasonal Adjustment 
Program", US Dept. of Commerce, Bureau of the Census Technical 
Paper No. 15. 
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suggestion of restoring the ends is to use ARIMA models. Normalization 

is used to deal with different scale problems and units of measure­

ments of the leading indicators. The relative contribution from the 

individual indicators to the composite indicator for a separate 

country is done by equal weights. For constructing composite indices 

of all OECD countries, the individual figures of the reference series 

are used as weights. Other suggested methods are principal component 

analysis, regression methods, expert opinions and methods using 

proportionality of the cross correlation with the reference series at 

selected lead. From a research point of view, this seems to be an 

important topic for examination. 

All survey information is located to the month of the survey re­

gardless of the "target point of time". For instance, investment plans 

measured in t-k for investment in t are located to time t-k. The com­

posite index is then calculated by averaging the normalized indices 

prepared from the earlier stages. Some problem arises when the number 

of components of the composite index is varying in time. To fit the 

incomplete composite index to the "full" index, a linking method is 

used. An alternative method is the extrapolation backwards by ARIMA 

methods, exponential smoothing, etc. 

At last the estimated trend for the reference series is restored 

to the composite indicator by multiplying the amplitude-ad.iusted com­

posite indicator by the trend of the reference series (calculated 

earlier by the phase-average trend method). The idea is to provide an 

indicator from which the irregular component has been greatly dimi­

nished, and which has the same form of cyclical component and the same 

trend component as the reference series but for which the cyclical 

component leads that of the reference series. 
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2.2 Autoregressive models for the Swedish industrial production 

The group of 12 leading indicators marked with "*" in Table 2.1 

has been chosen for components of the composite leading index for 

Sweden. Five of these are quarterly series and the others are monthly 

series. The leading indicators have a median lead varying from two 

months (order books tendency) to approximately 19 months (interest 

rate of government bonds). The reference series for Sweden is a month­

ly industrial production index which is published by Statistics 

Sweden. These series of leading indicators and the reference series 

are processed by OECD according to the scheme which is outlined in 

Section 2.1. The output is smoothed, seasonally adjusted and norma­

lized series of a composite leading indicator CLI and the reference 

series "production volume index" PVI . As has been pointed out in the 

proceeding chapter, the series have been cleaned for undesirable 

sources of variation, including random variation. The two series 

should in some sense be reflected images of each other. A change of 

the composite index at time t-k should for some k>0 signal a change in 

the reference series at time t. In developing the EWSIS system in 

Sweden, we have considered the use of the composite indicator in 

models which could be used for direct forecasting purposes. 

If the OECD system has been successful, we should demand a simple 

structure of modeling PVI by CLI. Preliminary tests of the OECD 

approach have been carried through by use of the following models: 

(2.1) 

(2.2) 
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where 

PVI = production volume index month t 

CLI = composite leading index month t 

T., /3. = parameters 

5 = monthly change in the variable 

v. = a stochastic variable, 
it 

We are investigating the following: 

(i) What is the fit of the models (2.1) and (2.2) for the period 
1960-1986? 

(ii) Is it necessary to specify an autoregressive structure of the 
random variable of the models and if so, how much does the 
autoregressive structure contribute to the fit in comparison 
with the leading indicator? 

(iii) Is there any indication of structural changes during 1960-1986? 

In the introduction we stated that a successful development of the 

EWSIS system probably would require procedures capable of handling 

problems of structural change. In connection with this view, the time 

period 1960:1-1986:11 has been partitioned into 

Per. l: 1960:1-1973:12 

Per. 2: 1974:1-1986:11 

Per. 12: 1960:1-1986:11 

and the models are compared for these periods. Per. 1 covers the 

period up till the first "oil crisis". Per. 2 is after the first "oil 

crisis" and Per. 12 corresponds to the whole period. Models (2.1-2) 

have been estimated for these periods with the use of SAS (Statistical 

Analysis System Rel. 5.16). The estimation method is "unconstrained 

least squares". This method minimizes the residual sum of squares 

simultaneously with respect to the regression parameters and the auto­

regressive structure. The order of the autoregressive structure is set 
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to 12, which means that we expect the autoregressive structure to have 

a memory of one year. 

The leading indicator CLI has been lagged by 8 months because the 

cross correlation between CLI^ , and PVI reaches its peak value for 

t-k t v 

k=8. The notation of the lagged composite indicator is CLAG8 below. 

Results 

a) Model (2.1) of the level of production volume index 

Estimation by ordinary least squares produces residuals which are 

strongly serially correlated. For that reason the following auto­

regressive structure of v is adopted: 

the autoregressive structure consists of 12 autoregressive parameters 

and a random variable with a "proper" behavior. The autoregressive 

models for the three periods are found in Tables 2.2-4 below. 
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Table 2.2. An Autoregressive Model for the Production Volume Index 

1960:1 - 1973:12. Unconditional Least Squares. 

Table 2.3. An Autoregressive Model for the Production Volume Index 

1974:1 - 1986:11. Unconditional Least Squares. 
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Table 2.4. An Autoregressive Model for the Production Volume Index 

1960:1 - 1986:11. Unconditional Least Squares. 

REG RSQ = Multiple correlation coefficient due to the 

systematic part of the model 

TOTAL RSQ = Total multiple correlation coefficient 

DURBIN-WATSON = Durbin Watson test for positive autocorrelation 

CLAG8 = Final composite index according to OECD lagged 8 

months. 

As could be seen from these tables, the total fit is quite high 

for every period. However, the autoregressive part of the model is 

dominant and quite complex, especially for the early part up to the 

first oil crisis. The composite leading indicator is statistically 

significant but its contribution to the fit is outperformed by the 

autoregressive structure. Although there does not seem to be any sign 

of a structural change of the composite leading index, its contri­

bution to the fit has been substantially reduced during 1974-1986. The 

complex autoregressive structure has changed considerably to an AR(1) 

model, where the autoregressive parameter is dominant. It is most 

likely that not much is lost if PVI is modeled by a pure univariate 

time series AR(1) model. 
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We cannot at this moment explain the autoregressive structure, but 

it might be that the OECD technique in fact causes this autoregressive 

structure. Other sources of explanation of the autoregressive struc­

ture could be connected with different and changing properties of lead 

among the indicators. 

b) Model (2.2) of changes of the production volume index 

The corresponding models for changes of PVI are shown below in 

Tables 2.5-7. 

Table 2.5. An Autoregressive Model for Monthly Changes of the 

Production Volume Index 1960:1 - 1973:12. Unconditional 

Least Squares. 

LAGCIDIF = Monthly change of the composite leading index lagged 

8 months 
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Table 2.6. An Autoregressive Model for Monthly Changes of the 

Production Volume Index 1974:1 - 1986:11. Unconditional 

Least Squares. 

Table 2.7. An Autoregressive Model for Monthly Changes of the 

Production Volume Index 1960:1 - 1986:11. Unconditional 

Least Squares. 

As would be expected, monthly differencing reduces the auto­

regressive structure in favour of the composite index. The auto­

regressive structure is still quite strong for the period up till the 

first oil crisis. The composite leading index "dominates" the auto­

regressive part for the period after the first oil crisis. However, 

the model according to Table 2.6 could only explain about 17 percent 

of the monthly changes in PVI. 
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2.3 Summary 

The estimated models of the production volume index for Sweden 

show that there are considerable problems in using OECD's composite 

leading index in simple regression models. At least for the early part 

of the series, it is necessary to specify a relatively complex auto-

regressive structure of the residuals in order to meet necessary 

statistical requirements. The autoregressive structure has changed 

from a quite complex one to a simpler. This indicates that it would be 

wise to look carefully upon the selection of times for the estimation 

of models of PVI. A result of the utmost importance is that the auto­

regressive structure is the most prominent part of the models (at 

least for models of levels) while the leading index insignificantly 

contributes to the fit. As a general conclusion, we must state that it 

is very much in doubt if the composite leading index for Sweden 

produced by OECD could be used as a starting point for a model of the 

production volume. That does not mean that we state that the OECD 

system of leading indicators is of no value for the analysis of 

Swedish business cycles. The OECD system is designed to shed light on 

the regions of "changes of the business cycles". The extraction of 

these points would however reduce the data up to a limit where we 

could not estimate with reasonable statistical qualities. Another use 

of the OECD system would be to adopt a statistical surveillance system 

according to Zarnowitz and Moore. This discussion will be brought 

further in Chapter 4 
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3. On a strategy for possible reduction of preliminary data problems 

The reliability of EWSIS will, of course, be highly dependent on 

the quality of input data. The leading indicators constituting the 

input data are, however, mostly preliminary and characterized by sig­

nificant errors. Thus, the monthly indicators are revised several 

times as a rule. The first revision is determined within a few months. 

Although the time lag between first publishing the preliminary data 

and the first revision is relatively short, this extra delay is judged 

being vital for the attempts to design an "Early Warning System" for 

business cycle analysis. Thus, EWSIS either has to rely on incorrect 

preliminary indicator data, or to include some strategy for 

preliminary revising preliminary data. In the present chapter such a 

strategy for data revision is outlined, a strategy that is expected to 

improve the EWSIS procedure compared to the case of using just un-

revised data. 

The data generation procedure is expected to create indicator data 

with errors that are correlated over time. For example, the errors of 

a certain indicator will involve bias properties. Therefore, the re­

visions of preliminary data will also be correlated over time, which 

means that a knowledge of earlier revisions will give a possibility to 

forecast the actual revision. On the other hand, it is, of course, 

possible to forecast the actual indicator series, i.e. after necessary 

revisions, by, e.g., a time series analysis on the revised indicator 

series. Our present strategy for preliminary data revision will be 

based on a combination of such a general forecast of indicator values 

and the more explicit consideration of earlier data revisions. The 

question is now, how such a combination is to be determined. One way 
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is to follow the principles of Kalman filtering (see, e.g., Kalman, 

1960). 

Now, let us consider the following forecast relation: 

(3 .1 ) 

_f. 
where L denotes a leading indicator, and L denotes the expected 

value of the forecast of L . Furthermore, the error term is characte­

rized by 

(3.2) 

The variance C is estimated by considering the previously observed 

forecast errors. 

Data revising is introduced into the strategy within the following 

measurement error relation: 

(3.3) 

where L is the time series containing preliminary data of L , G 

denotes transitions, and the disturbance term w is described by 

(3.4) 

Here, the variance C is determined by observing earlier data re­

visions. 

(3.1-4) now correspond to measurement and state relations of 
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Kalman filtering, i.e., we are able to conditionally estimate the 

preliminary value of the leading indicator L , and, also to estimate 

conditionally the corresponding covariance matrix: 

(3.5) 

where 

(3.6) 

denotes the so-called "gain" matrix. 
Ai The corresponding covariance matrix of L _ip is 

(3.7) 

The preliminary estimate of L according to (3.5) is a weighted aver­

age of preliminary reported data and forecast data with weights being 

determined according to the relative precision of the two sources of 

information for the state of the economy. That procedure will be in­

troduced and evaluated within EWSIS. 
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4. A sequential procedure for statistical surveillance of business 

cycles 

4.1. Background 

Ordinary extrapolative forecasting of business cycles is com­

plicated, basically because of the existence of significant structural 

variabilities in business cycle processes and in related economic 

structures. The reliability of forecasting generally decreases quickly 

with increasing forecasting horizons. In principle the applicability 

of forecasting strategies is restricted to short term forecasting. It 

is obvious that an "Early Warning System" for analysis and forecasting 

of business cycles requires efficient forecasting procedures but, if 

possible, also some supporting statistical surveillance approach. 

Statistical surveillance, i.e. statistical methodology for continuous­

ly observing processes in order to indicate when changes occur, is of 

basic interest in the analysis of medical processes as well as within 

quality control of industrial production, etc. In economics, it is 

often important to discover that a positive trend in an economic 

series has switched before the recession develops too far. In par­

ticular, it is extremely important to discover without unnecessary 

delays, recessions and recoveries in business cycle reference series. 

In general, this problem is complicated by the existence of more or 

less random changes. By statistical analysis (such as statistical 

surveillance) it is sometimes possible to separate essential and per­

manent changes from the occasional irregularities. Statistical sur­

veillance procedures are often sequential in nature, and should be 

designed to fulfil postulated requirements on reliability and pre-
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cision, as well as with respect to the time delay between actual 

changes and indications of these changes. In this chapter a procedure 

for business cycle forecasting and surveillance is described. 

4.2. A sequential procedure 

The main purpose here is to briefly describe a sequential pro-

3 
cedure for indicating business cycle recessions and recoveries (and 

business cycle peaks and troughs). The basic reason for introducing 

the procedure is its promising ability (at least within the U.S.) as 

an instrument for statistical surveillance and forecasting of business 

cycles. Statistics Sweden has now initiated an evaluation of the pro­

cedure within the framework of EWSIS. As a result of that evaluation 

process, it will, hopefully, be possible to revise and adapt the pro­

cedure in such directions that it will constitute one possible part of 

an EWSIS. 

The procedure is designed to produce early and then sequentially 

confirming signals of business cycle peaks and troughs. This is ob­

tained by monitoring smoothed rates of change in leading and co­

incidental indicators, and by relating these changes to certain 

a priori determined critical limits of change. 

The reference series of main interest will here be an index of 

industrial production (PVI ); total, or related to specific trades. 

Alternatively, the business cycle process is represented by a com­

posite index of a number of coincident indicators of various parts of 

the economy. Furthermore, a composite index L of leading indicators 

3 
The procedure is suggested and evaluated within the U.S. 
business cycle analysis in Zarnowitz and Moore (1982) (see also Ch. 
4 in Moore, 1983). 
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L related to, e.g., PVI is verified; where 

(4 .1 ) 

where W7 denotes a weight vector, and f a weight function. 

It is necessary to determine the set of criteria to be used for se­

lecting leading indicators. One criterion, of course, deals with the 

question of the suitable size of the lead. It is also urgent to 

identify some criterion according to which the number of indicators 

involved (i.e. I) will be settled. 

Usually, f , as well as W~, will be constant over time. Due to 

lead variability and variations with respect to the relative 

importance of various leading indicators, the index construction 

itself, as well as the weighing of individual indicators, sometimes 

will have to change over time. One important aspect of the evaluation 

process will be to check for the existence of and the need for such 

possible variabilities in the index construction. 

Most of what is said about L is also of relevance in verifying 

the composite index of coincident indicators: 

(4.2) 

The construction of C involves the choice of J as well as of indivi-

i c e 

dual Ct:. Furthermore, a potential variability in f and W over time 

must be identified and characterized. 

It might be possible to replace C by PVI , i.e. instead of using 

the coincident indicator index, the following analysis might be based 
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on a statistical surveillance of PVI itself. The two alternative 

strategies should be compared. 

g 

The two weight vectors (W , ê = L, C) depend on the overall per­

formance scores of individual indicators (as the result of a scoring 

procedure with respect to the criteria chosen). Furthermore, the in­

dicators are standardized as well as trend adjusted before including 

them into the composite indices. Instead of analysing the composite 

indices directly, the procedure involves the monitoring of rates of 

change in the composite indices, i.e. AL and AC , where, e.g., 

(4.3) 

(AC is determined accordingly) 

(4.3) corresponds to a smoothed six-month change in the index series, 

with the influence from erratic fluctuations in the index reduced by 

the use of the twelve-month centered moving average in the denomi­

nator. 

The AL and AC trajectories over time are now compared with two 

limits, viz. with A and 0, where A is a measure of the long-run 

trend rate of the growth in the economy as a whole for t=l to t=T. As 

a special case, we may assume that A = A , i.e. one single trend rate 

over the period is used. It might, however, be worthwhile to consider 

a number of trend shifts over the period of analysis. 

It should be remembered that the present analysis focuses on the 

verification of changes in growth cycles (i.e. cycles in the devia­

tions from a trend), and only indirectly on business cycle recessions 

and recoveries. A business cycle will involve at least one growth 
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cycle but it might also include two or more growth cycles. That will 

happen, e.g., when the changes in business cycle reference series 

decrease below the long-run trend, but still are non-negative. In a 

growing economy it is also obvious that growth cycle peaks will lead 

the business cycle peaks. As for the growth and business cycle 

troughs, these will in general occur more or less at the same time. 

In order to design and evaluate the present procedure for statis­

tical surveillance and forecasting of business cycles there must be a 

chronology for business cycle peaks and troughs. Of course, a 

corresponding chronology for growth cycles might be used, but 

conclusions drawn from that frame of reference will not directly be 

applicable for business cycle analysis. 

One very simple version of the sequential procedure for business 

cycle surveillance works as schematically illustrated by Fig. 4.1. 

Signal 1 (s-) of a possible forth-coming recession is given when 

(4.4) 

Signal 2 (s~), confirming s.. , is given when 

(4.5) 

Finally, signal 3 (s~) further confirming s.. and s_, when 

(4.6) 



- 29 -

Fig. 4.1 Sequential signals of business cycle recession and 
recovery. 

The business cycle peak is expected to occur close to the third 

signal s~ (in general some short time before s_). 

In the U.S. evaluation mentioned above this procedure was found to 

identify each business cycle peak (BCP) in the period from 1953 to 

1980. It was also found that 

However, the observed lead variations were considerable, in particular 

in the case of s1: 

The expected sequence of the signals is maintained all over the period 
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analysed. 

The signal s., and sometimes also s„ but never s„ identified the 

situations when growth cycle but not business cycle recessions 

occurred. The procedure also implied some false signals which, 

however, with a few exceptions related to periods with strikes, were 

ruled out by s_. 

As for business cycle troughs the procedure works as follows. The 

first signal (s ) is given when 

(4.7) 

2 
Thus, t 1 > t . The first confirming signal (s ) requires that 

s 3 
(4.8) 

3 
The third signal (s ) is obtained when 

(4.9) 

(see Fig. 4.1). These three signals together identified all recoveries 

between 1949 and 1975 in the U.S. evaluation. However, certain lags 

related to the time for business cycle troughs were observed: 

The corresponding lag variability over time was very small com­

pared to the observed lead variability related to t^™, (as indicated 

above). Furthermore, no false signals of recovery were observed in the 
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U.S. evaluation. 

The sequential procedure has also been evaluated for other 

countries (Canada, U.K.. West Germany, France, Italy, and Japan), and 

with results that correspond very well with those obtained in the U.S. 

evaluation. These evaluations are related to the analysis of growth 

cycles which implies some extra lag in the identification of peaks. 

4.3 An alternative sequential procedure 

One argument against the procedures outlined above might be that 

the procedures do not directly involve level changes in the composite 

indices. The information related to changes in lagged indicators might 

also be of some value to a statistical surveillance procedure for 

business cycle analysis. Niemira (1983) suggests the following sequen­

tial procedure for, at least partially, reducing these drawbacks. If 

vL , vC and vG represent level changes in leading, composite, and 

lagged composite indices, respectively (i.e. no smoothing mechanism, 

such as in (4.3)) is introduced (AG defined in line with (4.3) 

above), the sequential signals of recessions are suggested to be as 

follows: 

The first signal requires 

(4.10) 

where d i f fers from 
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The second signal is defined by 

(4.11) 

and signal 3 is given when 

(4.12) 

The first signal is suggested to be reversed if 

(4.13) 

and the second, as well as the first, signal is reversed when 

(4.14) 

The corresponding signals for recoveries are suggested as follows: 

Signal 1 will be 

(4.15) 

followed by signal 2, i.e. 

(4.16) 
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The sequential procedure is terminated by signal 3, i.e. 

(4.17) 

or even with an extra (optional) signal 4: 

(4.18) 

This modification is evaluated on U.S. business cycle data and 

results obtained are, so far, promising. At least the introduction of 

vL (and vC ) will be tested on Swedish business cycle data. Whether 

also lagged indices are to be used is still an open question. The 

modification described in the next section is, however, of a parti­

cular interest to EWSIS. 

4.4 A strategy to reduce the frequency of false signals 

It is important to notice that what is said so far referring to 

the historical U.S. evaluation of the sequential surveillance pro­

cedure presupposes revised and accurate data on the indicators and 

reference series. The actual business cycle analysis and forecasting 

is, however, based on current data. It is difficult (or impossible) to 

wait for the revisions to be completed (see, however, Ch. 3 above). In 

order to avoid the need for large revisions on index series, one im­

portant criterion in choosing indicators for index construction will 

be the current availability of indicators (avoiding those with pub­

lication delays). 
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The U.S. evaluation includes a comparative study of the sequential 

procedure based on either preliminary data, or on the first revised 

data. In particular, the occurrence of false signals for those two 

cases is verified. The use of preliminary data introduces a high fre­

quency of false signals, in particular in the peak identification 

sequence (s.., s_, and s~). Actually, the number of false signals is 

such that the applicability of the sequential procedure must be 

questioned. When first revised data are used, the frequency of false 

signals is drastically reduced (see the discussion above), but the 

price to be paid is of course a, sometimes unacceptable, delay in 

obtaining the signals. 

In order to reduce the problem of false signals, without in­

creasing the delay of signals too much, the sequential procedure is 

modified. The limits A and 0 introduced above are replaced by limit 

bands as follows: 

(4.19) 

where o ^ denotes the estimated standard deviation of the irregular et ö 

component of the leading index rate. Referring to fig. 4.2, the pro­

cedure will now to some extent allow for the irregularities of the 

composite indices. 
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Fig. 4.2. Sequential signals of business cycle recession 
and recovery (reducing effects of temporary 
irregularities) 

The first signal referring to forthcoming peak (s-) is obtained 

when 

(4.20) 

This signal is ruled out only if AL increases, such that 

AL > A + a . The first confirmatory signal s„ happens if 

(4.21) 

The third and final signal (s_) indicating the start of a recession 

period is given by 
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(4.22) 

The expected sequence of signals at business cycle troughs is now as 

~1 
follows. The first signal s is given by 

(4.23) 

which means that 

~2 
The two following confirmatory signals will require that (when s ) 

(4.24) 

~3 
(when s ) 

(4.25) 

It should be stressed that false signals always require a following 

reverse crossing through the band. 

The U.S. evaluation strongly supports the hypothesis that this 

modification of the sequential procedure will reduce the problem of 

existence of false signals. Actually, almost no false signals at all 

remain after modifying the procedure by introducing band criteria. The 

question is now what the price will be to obtain that significant 

improvement. In the U.S. case the bands are such that the proportion 

of observations on the composite indices falling within the bands are 
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very moderate. It is found that AL is within A^ ± a and within 
t t et 

0 ± a 5 % and 7 %, respectively. As for AC , the corresponding 

figures are 12 % and 8 %, respectively, i.e. somewhat higher, but 

still low enough. The basic reason for rejecting a procedure based on 

revised data was the resulting delay in producing signals. The modi­

fication of the sequential procedure by using bands, of course, also 

is expected to imply some delay compared to the level procedure de­

scribed in fig. 4.1. The modified procedure seems to differ very 

little with respect to leads and lags for signals and business cycle 

peaks and troughs, compared to the original procedure. As an example 

from the U.S. evaluation, it is seen that 

Thus, the overall impression is that the sequential band approach 

will have substantial advantages in relation to the procedure first 

described. Actually, the results of the U.S. evaluation are very pro­

mising. An adaptation to conditions and requirements of EWSIS is 

therefore recommended. 
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